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 In spite of the undeniable expansion of the use of generative pre-trained 
transformers in higher education, little has been published on the 
perspectives of the users.  The aim of this study was to explore through a 
cross-sectional, non-experimental study the familiarity, experiences and 
overall opinion of professors and learners about the use of ChatGPT in the 
teaching and learning of English.  Findings indicate that there is not much 
familiarity with the tool, and even less reported utilization in both facilitators 
and learners. Among the potential benefits mentioned by teachers are the 
alleviation of the work load in tasks such as planning, material selection and 
evaluation, even if they currently are not incorporating ChatGPT in their 
professional practice. Among the recognized threats, ethical issues and 
limiting critical thinking in pupils were predominant. Coincidently, students 
do not acknowledge using chatbots in their academic tasks; they mention as 
advantages of using Chat GPT in learning English the possibility to improve 
their written skills and doing research, while considering that using virtual 
agents without authorization constitutes fraud. They also mentioned loss of 
critical thinking as a negative consequence.   In general, it is understood that 
this technology is here to stay and can be very useful if applied correctly, and 
therefore, more instructions on its proper use is needed as well as clear 
policies established by the academia.  
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INTRODUCTION  

The integration of computers in educational settings has an extensive historical trajectory 
marked by mixed results.  As underscored by Reiss (2021), it is important to recognize that the value 
of technologies is neither intrinsically good nor bad; rather, their impact is contingent upon the manner 
in which they are employed. In contemporary times, the prevalence of Artificial Intelligence (AI) 
applications in education is on the rise, evoking divergent perspectives. Some proponents express 
unwavering optimism regarding its potential, while others predict adverse consequences (Reiss, 2021). 
Articulating the essence of artificial intelligence, Coppin, as cited in Chen et al. (2020), described it as 
the capability of machines to adequately engage with and adapt to novel situations, resolve complex 
problems, respond to inquiries, formulate strategic plans, and execute various cognitive functions 
traditionally associated to human intelligence. 

In education, AI software applications are present in three domains according to Zawacki-Richter 
et al. (2019): a) individualized instruction (tutors), b) intelligent support for collaborative learning, and 
c) sophisticated applications in virtual reality. However, the utility of AI extends beyond these domains, 
encompassing facets such as the planning and execution of mediation activities, evaluative 
procedures, and administrative functions (Pinzolitz, 2024). The literature underscores several 
advantages associated with the incorporation of AI, including the utilization of advanced natural 
language models for real-time generation of plausible responses, inherent self-improvement 
capabilities, expedited access to information, and a reduction in the overall teaching workload (Aithal 
& Aithal, 2023; Farrokhnia et al., 2023; Grassini, 2023; Neumann et al., 2023; Rawas, 2023). Even in 
the field of research the use of AI has been slowly but steadily spreading in areas such as brainstorming, 
writing codes, conducting literature reviews, creating graphs and helping write research manuscripts 
(Van Noorden & Perkel, 2023).   

One of the most popular uses of AI are chatbots. According to Mucci (2024, para. 1) a chatbot is 
a computer program or script designed to interact and respond with an end user. Modern chatbots 
have incorporated conversational AI techniques like natural language processing (NLP) to understand 
the user’s questions and automate responses to them. Furthermore,  

virtual agents are a further evolution of AI chatbot software that not only use conversational AI 
to conduct dialogue and deep learning to self-improve over time, but often pair those AI 
technologies with robotic process automation (RPA) in one interface to act directly upon the 
user’s intent without further human intervention (IBM, 2023, Chatbots vs AI Chatbots vs Virtual 
Agents, para. 4).  

 In the year 2020, OpenAI, an artificial intelligence research laboratory, unveiled the Generative 
Pre-Trained Transformer (GPT-3) as a pivotal advancement in Chatbot technology. This innovative tool, 
characterized by its accessibility and no-cost availability, offers a diverse array of applications. These 
applications encompass tasks such as summarizing, translation, grammar correction, question 
responding, email composition, and various others, as highlighted by Floridi and Chiriatti (2020). 
Subsequently, in 2023, during what has been characterized as the "war of the chatbots" (Rudolph et 
al., 2023b), several alternatives have emerged, for instance, DALL-E,  Baidu's ERNIE Bot, PanGu-Bot ( a 
Chinese version), Yandex (YaLM) Chatbot, BLOOMChat, , Elicit, iA Writer, Marmof, ChatGLM-6B,  and  
Microsoft's Copilot Studio, Azure AI Studio, Bing's AI chat, and  Google's Bard, (Concannon et al., 2023; 
Ilieva et al., 2023; Yu, 2023). Currently, the 4.0 version of ChatGPT is available at a relatively low cost, 
providing improved features. This proliferation of applications and product developments signifies the 
wide dissemination and utilization of Generative Pre-Trained Transformer technology.  

As per Annamalai, et al. (2023), the prevalence of these tools demands an analysis of optimal 
use and incorporation of chatbots into language learning programs.  McMurtrie (2022) contends that 
tools like ChatGPT, akin to the incorporations of calculators in mathematics, are destined to become 
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integral components of everyday writing.  Similarly, Sharples (2022) advocates for the integration of 
these AI tools to enhance the learning experience, as opposed to restricting their utilization, hence the 
importance of exploring the current knowledge and usage of these developments in the academia.  

In spite of the widespread use and appreciation for AI usefulness, concerns about academic 
integrity have been raised by several authors who have reservations about its use.  For instance, 
Faraouzi et al. (2023) have cited studies by Cotton et al. (2023); Kirshner (2023) and Jane (2023) which 
have indicated adverse effects. Moreover, Biener and  Waeber,(2021);  Farrokhnia et al., (2023); 
Ibrahim et.al., 2023; Kostka and Toncelli, (2023); Nguyen et al. (2023); Oravec (2023); and   Rudolph et 
al. (2023a) have also  conveyed some strong arguments against the use of chat bots in education, 
mostly because of the easiness for students to generate a written assignment in seconds with a high 
proficiency and without triggering any plagiarism detector (Zhai, 2022), as well as potential fraud in 
assessment and evaluation. A second concern that instructors have is ChatGPT’s inability to determine 
relevance or accuracy of the information because it is just a text-generating machine (Rudolph et al. 
2023 a; Popenici, et al., 2023; Singh Gill, 2024). Generative Pre-Trained Transformer technology was 
trained on textual material sourced from the internet (Cooper, 2021 as cited by Rudolph et al. 2023a) 
which may contain unreliable information which can be biased, or deceptive (Birembaum, 2023; 
Mhlanga, 2023;). Additionally, there are concerns about social prejudice and toxicity that large 
language models might exhibit, as suggested by the findings of Zhuo et al. (2023), which could create 
broader inequality gaps (Luckin et al. 2022). Furthermore, Hockly (2023) has mentioned ethical 
concerns around privacy and surveillance in learning analytics while using AI. Furthermore, Cotton et 
al. (2023) have even pointed out that conditions become unfair when some students utilize ChatGPT 
to generate content while others do not.   

Worldwide attention to the use and misuse of chatbots in educational settings is reflected on 
the numerous articles published in 2023 concerning potential uses, challenges, and drawbacks; yet 
upon inspection of reported literature, it is notorious the scarce or non-existent research surrounding 
the impact of generative pre-trained transformers or virtual reality on the learning outcomes (Klimova, 
et al.,  2023) and  even lesser on the users´ point of view, namely teachers and students as confirmed 
by Belda-Medina  and Kokošková  (2023).  

In the realm of English language instruction, Bannister et al. (2023) after a systematic analysis 
which yielded a limited number of publications, consider that GenAI may be beneficial in a number of 
educational settings, including language acquisition.  Mushthoza et al. (2023) have praised the 
integration of Chat GPT conversation in language education, even though according to Hockly (2023), 
“most current English language chatbots are examples of weak AI, operating within very specific 
linguistic domains such as ordering a meal, asking for directions, or asking and answering simple pre-
scripted questions” (p.5).  Hatmanto and Sari (2023) consider that using Chatbots aligns with current 
methodologies in language teaching such as Communicative Language Teaching (CLT) and Vygotsky’s 
theories of social constructivism. In this context, Chat GPT can be smoothly integrated into task-based 
activities, “serving as a valuable instrument for learners to interact with and receive feedback on their 
language proficiency as they complete communicative tasks” (Hatmanto & Sari, 2023 p.4). 

Within the range of diverse perspectives, it appears pertinent to undertake an investigation 
concentrated on the viewpoints of educators and students concerning their understanding and 
utilization of chatbots or virtual agents in the context of their English teaching/learning endeavors. The 
primary objective of this research is to ascertain the current implementation status of the 
aforementioned innovation among faculty and students at private universities in San Jose, Costa Rica.  

The established research questions are the following: 

How familiar are teachers and students in the field of English teaching with the concept of 
chatbots or virtual agents in an educational setting? 
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To what extent do educators incorporate chatbots into their teaching methodologies? 

What specific tasks or activities do teachers believe can be enhanced or facilitated through the 
integration of chatbots? 

Are learners using chatbots for academic assistance or engagement? 

Are there any perceived benefits or drawbacks associated with the incorporation of chatbots in 
the educational process, according to both teachers and students? 

Do teachers consider that integrating chatbots into their teaching methods can impact student 
learning outcomes or engagement? 

Are there any concerns related to privacy or data security in the context of using chatbots in 
education? 

How open are teachers and students to further integration and development of chatbot 
technology in the field of English language teaching? 

Are professors concerned with the unethical use of chatbots in students´ assignments? 

Do students perceive the unauthorized use of chat bots as cheating? 

These questions aim to explore various aspects of the use of virtual agents in English teaching, 
including awareness, comfort, perceived benefits, potential impact on learning outcomes, and the 
negative implications of their use.  

METHOD  

RESEARCH DESIGN  

This study utilized a cross-sectional research design to collect data on the knowledge and 
perspectives of both facilitators and learners regarding the integration of Chat GPT in their educational 
experiences.  Thus, the major participants in this study were some undergraduate students enrolled in 
the English teaching major, students from other majors that were taking EFL courses, as well as 
professors in charge of the courses.  

DATA COLLECTION  

The three questionnaires were developed through google forms. They consisted of a 
combination of closed-ended and open-ended questions to gather both quantitative and qualitative 
data. The teachers´ questionnaire consisted of three parts. The first part covered general info such as 
age, gender and teaching experience. The second part consisted on several Likert-scale items covering 
knowledge and utility of chatbots, perceived benefits and perceived challenges. The Likert scale ranged 
from strongly disagree (1) to strongly agree (5) with a neutral middle point (3). The last part included 
open questions regarding intent of future use, examples of chatbot use, ethical concerns and opinion 
on how to regulate the use of chatbots in higher education. 

Similarly, the students’ questionnaire, also was divided into three parts, containing 
demographic questions such as age, gender and  number of years in higher education; several Likert-
scale items covering knowledge and utility of chatbots, perceived benefits and perceived challenges, 
and an open-question section where students were asked to express their intent for future use of 
chatbots in their academic pursues, to provide  examples of chatbot use, and to give their opinion on 
how to regulate the use of chatbots in higher education. The questionnaire applied to the faculty and 
the teacher trainees was in English while the one applied to students of EFL was developed in their 
native tongue, Spanish.  
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The study obtained informed consent from all participants, providing a clear explanation of the 
study's purpose, the voluntary nature of participation, and the confidentiality and anonymity of the 
participants' responses. An email was sent to selected faculty members in the English departments of 
two universities located in San Jose, Costa Rica.  The   instructors’ collaboration was also requested to 
distribute the link to the second on-line questionnaire directed to students taking EFL courses.  
Cronbach´s Alpha was established in 0.846 which indicates a satisfactory level of reliability, as indicated 
by Rodríguez-Rodríguez and Reguant-Álvarez (2020). 

Descriptive statistics, such as frequencies and percentages, mean and standard deviation were 
used to analyze the closed-ended questions, providing an overview of participants' opinions on various 
considerations. Open-ended questions were analyzed to find themes and interpret them following a 
grounded theory qualitative research design (Creswell & Poth, 2018).  

SAMPLING  

The sample of professors consisted of 25 individuals selected purposefully on the basis of 

academic experience in the field. All the teachers had at least five years of experience as university 

professors teaching English courses.  The sample of students was also non-probabilistic in nature, 

consisting in the voluntary responses received on line. The inquiry yielded 71 responses in total, 23 

belonging to the English major students and 48 from the EFL courses. 

FINDINGS AND DISCUSSION 

FINDINGS AND DISCUSSION RELATED TO FACULTY  

The average age of the participants was 38 years. The average years of experience in English 
language teaching was 14 and the gender distribution is 39% male and 61% female participants.  

Chocarro et al. (2021), Chuah and Kabilan (2021) and Yang (2022) have indicated a significant 
acceptance of chatbots within the teaching community, aligning with the positive perspectives 
expressed by educators in Kaplan et al.'s (2023) study on General Artificial Intelligence (GAI). Shubham 
et al. (2020) highlighted the belief that chatbots contribute to enhancing teaching methodologies and 
student engagement, while Mohammed (2023) discovered that some faculty members recognize their 
utility in providing quick and accurate responses to a broad array of questions. In the present 
investigation, it was observed that approximately 75% of facilitators expressed being either very 
familiar or familiar with chatbots, indicating a substantial level of awareness. The first table presents 
educators' responses to various aspects covered in the survey. 

Table 1 Facilitators´ perceptions 

Knowledge and usage Mean  S.D. 
Familiarity with Chat bots 3,96 0,93 

Use it to plan lessons 2,52 1,24 
Use it to create materials/activities 2,96 1,30 

Use to create evaluations 2,78 1,31 
Use it to do research 2,39 1,16 

Use it to create reports 2,09 1,08 
Use it to communicate with colleagues and superiors (emails/reports) 1,96 0,98 

Perceived Benefits   

Assisting in formative assessment of students. 3,70 1,11 
reducing teachers’ work load 4 1,09 

assisting in the planning process 4,09 0,85 
helping learners’ oral proficiency 3,35 1,27 

Improving students’ writing skills 3,52 1,08 
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Perceived threats   
Cheating in exams 2,74 1,65 

Unauthorized use to write paragraphs/essay assignments 3,21 1,80 

Translation of texts 3,78 1,31 
Limits development of critical thinking 3,87 1,09 

N= 25   S.D.= Standard deviation 

Merely 25% of professors leverage this technology for lesson preparation, a notably 
conservative figure given the proclaimed familiarity of the majority of teachers with chatbots. Research 
by Bedoya-Ulla et al. (2023), Corp and Revelle (2023), as well as Van den Berg and Du Plessis (2023) 
exhibited positive attitudes in faculty towards ChatGPT and acknowledged its multiple applications, 
including lesson preparation and language activity creation. On the other hand, Iqbar (2022) presented 
a negative perception among teachers toward the use of ChatGPT in their profession, with the only 
potential application considered being, precisely, in the planning process. Despite the potential 
contribution to ease the burden of lesson planning, an activity often perceived as tedious and time-
consuming, professors consulted in this investigation underutilize chatbots in this pre-class 
requirement. 

In various other teaching related activities, the utilization of chatbots yielded the following 
proportions: 44% use them for material creation, 35% for assisting in evaluation creation, 17% for 
research purposes, and approximately 13% for written communication, such as reports and emails. 
This represents that so far faculty members include the use of artificial intelligence in non-didactic 
tasks related to education very sporadically, in spite of its convenience Mavropoulou et al. (2023) 
conducted a study in which ChatGPT was tasked with creating material for a specific university course. 
The material generated, after some minor revisions, proved satisfactory and reliable, earning approval 
from professors who revised it.   The research also demonstrated a significant potential for reducing 
the time required for developing and finding teaching materials and related activities (Mavropoulou 
et al., 2023), echoing findings by Atlas as cited by Grassini (2023) and Bedoya et al. (2023).  Overall, the 
current study suggests that, akin to Kaplan et al.'s (2023) observations and Klimova et al.´s findings 
(2023), professors, in general, appear hesitant to fully embrace chatterbots in their professional 
domain. 

In regards to the top perceived benefit detected by the educators, reducing their work load 
was the most mentioned, which is similar to Grassini´s results (2023). In second place, they positioned 
assisting in the planning process, even though as discussed previously, a low percentage of them 
actually use the generators to plan lessons, indicating that even though they are aware of the 
advantages of using this technology, professors are still reluctant to use it.   

The biggest threat according to 70% of responses was academic dishonesty which is coherent 
with the clamor of many scholars (Iqbal et al., 2022; Amin (2023); Bonsu & Baffour-Koduah, 2023; 
Farrokhnia, et al., 2023; Grassini, 2023; King, 2023; Tlili et al., 2023).  Furthermore, Sullivan et al. (2023) 
in their systematic research discovered the primary theme raised in the articles was academic integrity 
concerns (n=88) mentioning cheating, dishonest practices or misuse by learners.  Grassini (2023) 
reported that students utilizing ChatGPT for their assignments are more likely to engage in plagiaristic 
practices than their counterparts who do not use the tool. Similarly, Bonsu and Baffour-Koduah (2023) 
have emphasized on the risk of having blind reliance on generative AI tools which was favored as the 
biggest threat only by 9% of inquired teachers in this study.   Other articles reviewed by Sullivan et al. 
(2023) referred to aspects such as how ChatGPT works, citing that “it make[s] stuff up, but it sounds 
plausible” (Chatbots ‘spell end to lessons at home’, cited in Sullivan et al., 2023) and may produce 
incorrect information; there is potential for chatbots to propagate harmful prejudices and 
discrimination (Huallpa et al. 2023) as well as the quality and dependability of the data, aspects that 
were not mentioned as threats by the participants.  Limitation on critical thinking was considered the 
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biggest disadvantage by only 17%, contradicting Sullivan et al. (2023) who found it a salient theme 
confirmed by other research´s findings (Shubham et al., 2020; Mohammed, 2023; Hatmanto & Sari, 
2023). 

When asked about which they considered was the least important threat while using Chat GPT, 
the findings seem contradictory: facilitators mentioned academic dishonesty in 35%, followed by 22% 
of inaccurate information; 17% biased information, 13% over dependency, 9% reduced thinking.   

In regards to their willingness to learn more and expand the use of generative pre-trained 
transformers, the disappointing results show 33% agreeing; 38% disagreeing and 29% having a neutral 
standpoint or not answering the item, which is coherent to findings reported by Iqbal et al. (2022). The 
general perspective of English educators seems to align with Chuah and Kabilan´s (2021) results: 
teachers were positive about the use of chatbots but remained reserved on their accuracy, therefore 
showing apprehensions in their use.  This could be a consequence of what Ananthan et al. (2023) have 
investigated: one of the main reasons why English facilitators hesitate to implement AI is the lack of 
trust in technologies, thinking that they are not accurate enough or are too rigid. Consequently, 
teachers must be trained on how to effectively implement these tools in their EFL classes to support 
traditional instruction, as suggested by Klimova et al. (2023).  

Fifty-five percent of the teachers indicated that they have detected the use of Chat GPT by 
their students; 30% have not and 15% did not answer. The potential misuse of chatbots is undeniable, 
and as studies have indicated it is becoming more common with the spread and improvement of virtual 
agents (Biener & Waeber ,2021; Greitemeyer & Kastenmuller, 2023). Furthermore, Tlili et al., (2023) 
have mentioned not only the possibility of   students cheating but also the inconsequential 
manipulation of the system, which was confirmed by Spennemann (2023) who discovered that 
ChatGPT provided suggestions on how to cheat in university assignments.  

The participants were asked to provide examples of how the use of chatbots can or have 
improved the students´ development of the English language. Thirty percent of them could not provide 
any example, which indicated that the use of virtual agents has permeated very little on their sphere 
of action.  Among the received answers the following were mentioned: Exposure to language, use in 
the initial stages of research; students using it to proofread their own texts; to improve pronunciation 
and with grammar issues. Other Empirical studies have referred to actions such as simulating authentic 
conversations and providing immediate feedback on grammar, vocabulary, and pronunciation as well 
as provide extra practice thus promoting proficiency and boosting student confidence. (Amin, 2023; 
Annamalai, et al., 2023; Fauzi et al, 2023; Hockly, 2023; Yang, 2022; Yuan,2023).  

All of the instructors agree that there should be clear policies that each institution must 
determine, consistent with appreciations by Pavlenko (2021), Lobel (2023) and Yu (2023).  The majority 
of participants were concerned by the fact that currently very few higher education institutions have 
created written standards and regulations on the use of AI, aligned with Barret and Pack (2023) who 
reported that 94% of teachers complained their university did not have a policy regarding the use of 
AI, thus leaving a void or loop hole where unethical students could take advantage of the situation.  
Educators considered that generative artificial intelligence use could be allowed, but restricted to 
specific tasks, such as consultation and research. One of the respondents recommended that the 
universities should provide training for instructors and students on the use of ChatGPT and particularly 
pay attention to implementing detection strategies, something that Newman et al. (2023) also 
emphasize. 
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FINDINGS AND DISCUSSION RELATED TO LEARNERS  

As mentioned before, the study encompassed two distinct cohorts of students: those enrolled 
in English majors and those undertaking English as a Foreign Language (EFL) courses. The deliberate 
inclusion of these cohorts aimed to juxtapose the learning experiences of individuals pursuing English 
language proficiency as a subject of academic specialization, indicative of a predisposition towards 
linguistic appreciation and commitment, against those compelled by curricular mandate.  

Within the first group, the mean age of participants was 31 years, with a gender distribution of 
58% male and 41% female, on average having spent four years in higher education. Conversely, the 
second cohort, taking levels one and two of the mandatory EFL courses, exhibited an average age of 
27 years, comprising 52% female and 48% male participants.  

Table two summarizes the responses garnered from the applied questionnaires. 

Table 2 Learners’ perceptions 

students in the major N=23; students in EFL   N=48      S.D.= Standard deviation 

Despite the rapid integration of generative agents into the array of options offered by artificial 

intelligence (AI), learners exhibit a lower level of familiarity with their use than anticipated, as the 

majority selected a neutral position (mean = 3), with even fewer instances of application across various 

tasks. This discrepancy may stem from a lack of information or an apprehension regarding the potential 

risks associated with their utilization following numerous publications that have underscored the 

dangers of overreliance on chatbots across different domains, including concerns such as ethical 

lapses, diminished critical thinking, dissemination of inaccurate information, and suboptimal outcomes 

in tasks such as translation, with some even reporting fabricated references in text generation 

(Birembaum, 2023; Coancă (2023); Ghosh & Caliskan, 2023; Lathrop & Johnson, 2023; Mhlanga, 2023; 

Popenici et al., 2023; Rudolph et al., 2023a). These findings resonate with Sing Gill et al. (2024), whose 

research suggests that a significant portion of students have never utilized such tools for language-

related tasks, citing a lack of clear usage policies or unfamiliarity with leveraging the technology (Singh 

Gill et al., 2024).Conversely, some studies have reported a noteworthy understanding of generative AI 

technologies among their respondents, indicating a positive attitude towards integrating them into 

learning practices (Al-Abdullatif, 2023; Ilieva et al., 2023).  

 English major 
students 

EFL students 

Knowledge and usage Mean SD Mean SD 
Familiarity with Chat bots 3,33 0,98 3,13 1,31 
Use it to translate texts 2,42 1,31 2,50 1,37 
Use it to create reports or written assignments 2,33 1,15 1,98 0,98 
Use to find answers in evaluations 1,92 0,90 1.86 0,99 
Use it to do research 2,58 1,17 2,53 1,37 
Perceived Benefits     
Chat bots help in reading comprehension tasks. 3,67 1,07 3,29 1,14 
Chat bots  could help to do research 3,83 0,83 3,73 1,07 
Chat bots  promote oral proficiency 2,42 1,24 2,98 1,13 
Chat bots could help improve written skills 2.67 1,23 3,37 0,97 
Perceived threats     
Using chatbots in exams is cheating 4.33 0.98 3,49 1,25 
Unauthorized use of chat bots to write 
paragraphs/essay assignments is cheating 

4 0,95 3,27 1,23 

Using chatbots to translate texts is cheating 3,16 1,19 2,74 1,13 
Using chatbots limits critical thinking 3.64 1,20 3,39 1,05 



International Journal of Trends and Developments in Education, 4(1), 2024, 44-58            Ferreiro-Santamaria 

 

52 

The responses obtained in this study reflect a prevalent perception that the use of ChatGPT 

constitutes cheating within academic contexts, not only in seeking answers for evaluations but also in 

completing tasks requiring written responses, consistent with Garrote Jurado et. al.´s (2023) research 

in the U.S., a viewpoint somewhat surprising given the apparent prevalence of academic fraud in higher 

education (Keegin, 2023). In alignment with this feeling, Bego's investigation (2023) revealed that 

among students who had employed ChatGPT to complete homework assignments, only the minority 

thought they were acting unethically. Notably, 52% of students in the teaching major believed that 

professors could detect the use of generative agents, while 29% expressed a neutral stance on the 

matter, but among the cohort of EFL students the great majority considered that the use of ChatGPT 

is easily detected.  

Among students studying English, the foremost concerns were a perceived reduction in critical 

thinking (44% of responses), followed by issues of dishonesty and overdependence (22% each), with 

8% citing inaccurate information as a negative outcome. EFL pupils, on the other hand, highlighted 

plagiarism (38%) and diminished critical thinking abilities (35%) as primary threats, with 15% 

expressing concerns about negative repercussions such as point deductions or evaluation nullification. 

Privacy issues and overdependence were the least cited concerns among English majors., followed by 

inaccurate information. EFL students exhibited a more varied spectrum of concerns, with 21% 

expressing concerns about information accuracy, and 21% with ethical issues, and limitation of critical 

thinking, and privacy issues each occupying 19% of opinions. In contrast, Hmoud et al., (2024) study 

revealed that higher education students expressed high satisfaction with chatbot usage, citing 

increased motivation, effectiveness, and contributions to higher-order thinking. 

Regarding their willingness to use generative pre-trained transformers in the future, students 

largely responded negatively or neutrally. However, Shaikh et al.'s (2023) study suggests that ChatGPT 

is perceived as a useful tool for language learning by students. 

Manifest positive outcomes associated with the use of the tool include text generation, 

information retrieval, and autonomy, as well as improvement in speaking competence, echoing 

findings reported by Kim et al,. (2021), Hatmato and Sari (2022); Annamalai, et al. (2023); Firaina and 

Sulisworo (2023); Shaikh et al. (2023) and Yuan (2023). Nonetheless, more than half of the participants 

were unable to provide examples of how chatbots might be beneficial in English learning and recognize 

that they have never or in very few occasions utilized this tool.  

As for their opinion on which should be the academia´s policy on the use of ChatGPT in pre-

service EFL teachers the following was found:  40% favor using it with limitations and depending on 

the task, 30% of recommend prohibiting its use and 30% were in favor of its free utilization. On the 

other hand, EFL students agree with its free use in 27%; 8% rejected its use; and the remainder consider 

that it should be used with control, only for research and under some regulations similar to findings by 

Garrote Jurado et al. (2023) and Tiwari, et al. (2023) 

CONCLUSIONS AND IMPLICATIONS  

Aligned with the research inquiries, it can be deduced that both educators and learners lack 
familiarity with the utilization of ChatGPT and its diverse applications within educational settings. 
Consequently, educators are not harnessing the potential of this tool. Nevertheless, professors 
acknowledge the prospective benefits, such as workload reduction in routine tasks and its potential 
utility in assessment procedures. However, they do not perceive virtual agents as conducive to 
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students' enhancement in either oral or written proficiency. These results are a clear indication that 
more training is necessary to comprehend the enormous utility of  

Educators express receptiveness towards further training and potential integration of AI into 
teaching responsibilities. Nonetheless, they harbor significant apprehensions regarding integrity and 
the prevalence of plagiaristic practices and the impact on critical thinking in students. Other drawbacks 
reported in literature such as over dependency or inaccuracy in the information were not considered 
by them.  In general, they advocate for regulatory measures and the establishment of clear policies 
governing its utilization in the academy. It is imperative that institutions of higher education develop 
and implement comprehensive policies with regards to the acceptable use of artificial intelligence 
technologies for academic purposes, given the rapid advancements in AI capabilities and their 
increasing accessibility.   

Learners, on the other hand report not using chatbots for academic assistance, admitting that it 
is essentially unethical. They perceive those texts generated by virtual agents are easily detectable. 
Coinciding with their teachers, students perceived the decrease in critical thinking development as a 
drawback of excessive chatbot use. Nonetheless, some learners perceive that ChatGPT could be useful 
in improving vocabulary and writing skills and for research purposes but do not consider this tool 
appropriate for developing oral proficiency. Opinions were divided as for the future use of pre-trained 
generative agents: some learners advocate for their free use, some consider that the use should be 
regulated and some are against their use in the university. Universities must proactively address the 
profound implications these technologies present for academic integrity, intellectual property, and 
ethical conduct within the educational sphere.  

Within this context, it is evident that users are still shy in their integration of artificial intelligence 
in academic endeavors. Therefore, it is necessary to expand educators’ and students´ understanding 
of the technology and its potential utilization within clearly defined guidelines and protocols which are 
crucial to upholding academic standards, safeguarding originality of scholarly work, and ensuring AI 
tools are leveraged responsibly and ethically by students, faculty, and researchers alike.  

 This matter necessitates prompt attention and decisive action from academic governing bodies 
to maintain public trust and preserve the integrity of university curricula and credentialing processes.  

Limitations  

This study was conducted in the context of English teaching and learning with a limited number 

of voluntary participants. Therefore, the relatively small sample size of participants may limit the 

generalizability of the findings to a larger population. The participants are from similar backgrounds 

which may limit the diversity of perspectives and experiences represented in the study. Since the 

sampling was non-probabilistic and only voluntary respondents were considered, results may not be 

representative of the broader population.  

Additional research endeavors should aim to encompass a larger and more diverse sample 

size, thereby facilitating a more comprehensive and holistic understanding of the subject matter. 

Broadening the scope of inquiry to incorporate perspectives from other disciplines and fields of 

knowledge would prove invaluable, as it would reflect the multifaceted viewpoints and practical 

considerations of professionals across various domains regarding the utilization of conversational AI 

agents as tools within their respective areas of expertise.  
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